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ABSTRACT

In this talk, we will present stochastic numerical methods for mean field games and mean field control problems (also called optimal control of McKean-Vlasov dynamics). These problems arise as the limit of Nash equilibria or social optima in games when the number of players grows to infinity. The first part of the talk will be dedicated to methods based on neural networks to compute solutions when the model is fully known, motivated by applications in high dimension or with common noise. The second part of the talk will introduce a framework for “mean-field reinforcement learning”, which can be viewed as the asymptotic limit of multi-agent reinforcement learning with a large number of interacting learners. In each case, theoretical proofs of convergence as well as numerical simulations will be provided. The talk is mostly based on joint work with René Carmona and Zongjun Tan.
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